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Abstract  Technological advancements have dramatically increased the ability to collect, 
store and process vast quantities of data. The general applicability and precision of analytical 
tools in artificial intelligence and machine learning have driven organisations to leverage these 
advances to process personal data in new and innovative ways. As stewards of personal data, 
organisations need to keep that data safe and ensure processing is legal and appropriate. 
Having more data, however, has also led to an increased interest to process personal data 
for purposes other than why they were originally collected, known as secondary purposes. 
The reuse of personal data introduces important regulatory challenges, increasing the need to 
disassociate data used for secondary purposes from personal data, be it to safeguard the data, 
support a legitimate interest, or anonymise the data. Whereas some academics have focused 
on specific issues preventing more widespread adoption of this privacy-enhancing technology, 
others have reframed the discussion around anonymisation as risk management. Combining 
technology-enabled processes with measures of identifiability provides an opportunity to meet 
complex business needs while ensuring best practice is adopted in reusing sensitive data. This 
paper examines these many considerations and demonstrates how risk-based anonymisation 
can and should be detailed, evidence based and objectively supported through measures 
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INTRODUCTION
Anonymisation can help facilitate the reuse 
of personal data for secondary purposes, 
although it is an area where privacy 
engineering is significantly challenged due to 
the intricacies and complexity of large-scale 
data collection and use. Nevertheless, the 
reuse of data is of tremendous importance 
to organisations trying to make the most 
of data, and it can provide many benefits 
to individuals, society and industry. It can 
help drive service improvements, spark 
innovative developments in existing or 
new areas, and drive a deeper and more 
meaningful understanding of human 
interactions and conditions. By asking new 
and innovative questions, the reuse of data 
can create novel insights and help find 
new research and development directions 
that can lead to better and more targeted 
interventions and services.

Nowhere is this clearer than in the fields 
of healthcare and medicine. Although 
already well established, at the end of 
2019, the European Parliament endorsed a 
resolution on the digital transformation of 
health and care, recommending access to 
and sharing of personal health data while 
respecting strict privacy rules.1 And in recent 
years, there has been a push to increase the 
sharing and reuse of clinical trials data. With 
the clinical trials transparency initiatives 
of the European Medicines Agency2 and 
Health Canada3 as well as industry-led 
initiatives such as YODA4 or more recently 
Vivli,5 clinical trials data is being made 
increasingly available for secondary purposes. 
Secondary use of clinical trials data can ease 
the burden on research subjects by reducing 

data collection requirements and making 
better use of subjects’ contributions.6 Other 
fields also benefit from the reuse of data.

The reuse of personal data for secondary 
purposes requires a legal basis for processing, 
and it is incumbent upon an organisation to 
ensure the purposes for reuse are appropriate 
and that they can demonstrate the benefits 
that will help justify the processing to 
stakeholders. A range of considerations 
exist depending on jurisdiction, type of 
data and type of processing. This can be an 
involved process that introduces significant 
regulatory burdens on organisations. In 
a world of Big Data, manual assessments 
and human intervention are challenged in 
keeping up with the demands of modern 
privacy regulations and organisational needs; 
from data collection to processing and 
third-party data sharing, such approaches 
have increasingly become a bottleneck to 
unlocking the true potential of data that an 
organisation possesses. Organisations are 
therefore moving towards operationalising 
privacy technology solutions for their 
compliance requirements.

Privacy-enhancing technologies (PETs) 
ensure regulatory compliance is achieved 
in a reliable and reproducible manner. 
While specific expertise may be required 
in complex use cases, PETs allow for 
standardisation of practices within an 
organisation. A well-designed privacy 
engineering solution can effectively address 
the needs of an organisation while fulfilling 
regulatory requirements. The simplification 
and flexibility afforded by incorporating 
PETs into the data life cycle can help 
make a system predictable, manageable 

of identifiability. The engineering of privacy solutions, through the application of risk-based 
anonymisation, is also briefly explored for complex use cases involving data lakes and hub and 
spoke data collection, to provide the reader with a deeper understanding of real-world risk-
based anonymisation in practice.
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and disassociated, thereby producing a 
trustworthy system.7

This paper examines the regulatory and 
practical considerations of anonymisation, 
to demonstrate how anonymisation can and 
should be framed as a privacy-enhancing 
risk management tool. A risk management 
framework known as the Five Safes is 
then described to provide a detailed, 
evidence-based approach to evaluate 
measures of identifiability in risk-based 
anonymisation, thereby providing a scalable 
and proportionate approach to compliance, 
resulting in solutions that ensure data is 
useful while being sufficiently protected. 
Finally, the complexities of engineering 
real-world applications involving data lakes 
and hub and spoke data collection are briefly 
explored to provide the reader with a deeper 
understanding of risk-based anonymisation 
in practice.

Regulatory considerations of secondary uses
Although the most well-known legal basis 
for processing data remains the explicit 
consent of the data subject, obtaining 
explicit consent for secondary use of data 
can be difficult; and in some contexts, such 
as research, Big Data analytics and machine 
learning, obtaining explicit consent may 
be impractical or impossible. As a result, 
there are provisions in the legislation that 
allow for the processing of personal data 
on a basis other than consent of the data 
subject. Recognising the benefits of reusing 
data for innovative purposes, the European 
General Data Protection Regulation 
(GDPR) as well as other regulations such 
as the US Health Information Portability 
and Accountability Act (HIPAA) allows 
for the secondary use of data for specific 
purposes such as those that are compatible 
with (GDPR) or incidental to (HIPAA 
Privacy Rule) the original processing, legal 
purposes, purposes in the data subjects’ best 
interest, purposes in the public interest, 
public health-related purposes, and research 

and statistical purposes and in the pursuit 
of the legitimate interest of the controller 
(GDPR Article 6[1]).

Some research and analysis purposes may 
be best categorised as legitimate interests of 
the controller, particularly when research 
is the primary purpose for processing.8 
Under the GDPR, ‘legitimate interests’ is 
recognised as a legal basis for processing 
where the ‘processing is necessary for the 
purposes of the legitimate interests pursued 
by the controller or by a third party, except 
where such interests are overridden by the 
interests or fundamental rights and freedoms 
of the data subject which require protection 
of personal data, in particular where the data 
subject is a child’ (GDPR Article 6[1][f]). 
Inherent in these criteria is a balancing test 
between the interests of the data controller 
and the rights and freedom of the data 
subject.

Data transformations to reduce 
identifiability, or disassociate the personal 
from data, can reduce the risks to the 
rights and freedom of data subjects, 
thereby supporting the processing based 
on legitimate interests. In fact, industry has 
recognised a spectrum of identifiability, 
from pseudonymisation to anonymisation.9 
Regulations such as GDPR can also be seen 
as incorporating a range of identifiability, 
with obligations commensurate to the 
level of identifiability.10 Whereas the 
principles of data protection do not apply to 
anonymised data, as evidenced by GDPR 
Recital 26, anonymisation can be considered 
more holistically as contributing to the 
safeguarding of data by preventing the loss 
of personal data, and providing assurances 
to individuals that nonpersonal data is being 
used for research or product and service 
development.11 It is, however, important to 
consider what is meant by anonymisation.

Understanding anonymisation
Too often, the academic and policy debates 
around anonymisation are focused on the 
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endpoint of determining whether data is 
‘anonymous’ and what can be considered 
reasonable in the context of identifiability 
under privacy laws, focusing on examples 
where it is claimed data is not anonymous.12 
It is important to evaluate vulnerabilities 
in data anonymisation, as this can help 
inform the design of technologies that 
reduce identifiability to a reasonable degree. 
Evaluating anonymisation based on the data 
alone, however, implies an almost certain 
decrease in the information that can be 
shared and used for secondary purposes.13

A common misconception in the 
evaluation of anonymisation is to compare 
it to encryption, and this demonstrates the 
challenge with focusing on the endpoint 
alone. In encryption, the aim is to prevent 
an eavesdropper from learning anything 
from an encrypted exchange of messages 
between sender and receiver. This model, 
however, makes strong assumptions that the 
receiver, who can fully decrypt the original 
message, is always a trusted recipient who 
will not misuse the data contained in the 
message. Contrast this with anonymisation, 
in which the receiver is also considered 
a form of eavesdropper who must 
be protected against.14 It is therefore 
impossible to conceptualise anonymisation 
in the same way as encryption, but also 
unnecessary. The receiver of anonymised 
data is, in fact, conceptually very different 
from the eavesdropper in the encryption 
example in another important way — the 
receiver can be bounded in their actions 
based on technical and organisational 
controls. In other words, the context of 
responsible data sharing and use needs 
to be factored into the evaluation of 
anonymisation.

It is therefore important to recognise the 
context in which data is shared and used to 
understand the probability of a vulnerability 
being exploited in the first place.15 Besides 
the receiver, other potential adversaries need 
to be considered to determine what is called 
the ‘threat landscape’. This is consistent 

with the modelling of threat sources used in 
information security and risk modelling.16 
The concept of evaluating vulnerabilities and 
putting them in context is one that is well 
understood in the field of data security. It is 
an approach that has also been identified as 
critical for moving the debate forward with 
a more meaningful focus on the process 
of anonymisation and risk.17 This can be 
best encapsulated by describing risk-based 
anonymisation.

RISK-BASED ANONYMISATION
Risk-based anonymisation is both 
technology and risk management. It can 
be thought of as reducing identifiability in 
support of a risk management framework to 
address privacy concerns — it is a process 
of minimising risk.18 This approach to 
anonymisation has also been called process 
based and is highly dependent on the 
context of data sharing and use. The focus 
on process to limit the threat landscape 
introduces transaction costs that reduce 
the likelihood of a vulnerability being 
exploited.19

Identifiability in this context is still subject 
to a reasonableness standard, and a risk-
based approach is supported by most privacy 
laws, such as the GDPR, in making that 
determination. This is reflected in industry 
efforts to standardise regulatory guidance 
through risk management frameworks for 
anonymisation,20 and in emerging industry 
standards.21 These efforts help support best 
practice with regular updates and wide 
adoption, creating an effective baseline for 
evaluating implementations.

A critical feature of a risk-based approach 
is that data deemed anonymised in one 
context may become personal data if 
the context changes (because of changes 
in purpose for processing, the intended 
recipients, or technical or organisational 
controls). Risk-based anonymisation 
should be thought of as a dynamic risk 
management process, requiring oversight 
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and review on an ongoing basis with regular 
risk assessments to ensure residual risks 
are minimised to a reasonable degree.22 
The release-and-forget model has limited 
applicability outside of public data sharing, 
and perhaps not even in that use case as 
potential vulnerabilities may be identified 
and action needed to reduce risk exposure.23

The goal of risk-based anonymisation is to 
manage residual risks that would otherwise 
remain when all other factors defining the 
context of data sharing and use are taken 
into consideration. By starting with context, 
one minimises data transformations needed 
to reduce identifiability, or disassociate data 
from personal information, while ensuring 
useful data is available for innovative 
purposes. The factors that are included in 
risk-based anonymisation can be summarised 
using an established framework for data 
sharing and use, known as the Five Safes.24 
It is a flexible framework for considering 
the many factors that will determine 
identifiability, with multiple possible 
solutions based on the degree of impact from 
each Safe. The safes can be worked through 
in a sequential fashion, from defining the 
project to producing analytical outputs, and 
this is how it is presented next.

Safe projects
In order to define an anonymisation project, 
a critical first step is to understand the use 
case for data that will be shared and used for 
secondary purposes so that wants and needs 
are evaluated, to determine opportunities 
for potential data minimisation, and 
technical and organisational controls that 
will be acceptable. Mapping the flows of 
data is conducted to understand possible 
limitations based on the source and method 
of data collection, as well as the destination 
and method of processing anonymised 
data. This will help identify legal and 
ethical boundaries to data processing, and 
set the criteria and constraints around the 
anonymisation project.

Even though data will be anonymised, 
purposes also need to be specified, both at 
source and destination, as privacy laws can 
have restrictions based on data type and 
uses, and to ensure good-faith attempts are 
made at building stakeholder trust.25 Once 
purposes and intent are well understood, 
many assumptions and limitations are put 
forward at this stage to define project 
scope.

Safe people
Once the project boundaries have been 
established, one can evaluate trust in the 
anticipated recipients of the anonymised 
data to behave according to established 
guidelines. This is the organisation and 
people who have been identified to work 
with the anonymised data, which limits 
the scope of the risk assessment. Recall 
that recipients of anonymised data are 
considered potential adversaries, with 
their own motives and capacity to identify 
individuals in data and use them for purposes 
that may differ from what was originally 
intended. Their motives can be managed, 
at least in part, through privacy training and 
contractual obligations or data sharing and 
use agreements. Some specific clauses have 
become standard practice, such as:

●● Prohibiting attempts to identify or contact 
data subjects;

●● Audit requirements to ensure agreed upon 
technical and organisation controls are 
maintained and adhered to; and

●● Limits on sharing with other parties or on 
how and in what form that sharing can 
take place.

The recipient’s motives may be entirely 
innocent and devoid of malintent, and 
they may yet unintentionally recognise 
someone in the data, depending on where 
they and the data subjects are from, and 
their circle of acquaintances (eg family, 
friends, coworkers).26 This is an unavoidable 
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byproduct of having people work with 
data and analytical outputs, and the reason 
that the usefulness of the data is always 
considered with respect to data protection.27

Safe settings
But it is insufficient to rely on the good 
intentions of Safe people. The reality is 
that the anticipated recipients will perform 
their analytical duties within a specified 
data environment, and the environment 
in which anonymised data is processed can 
have a significant impact on identifiability 
based on the technical and organisational 
controls in place. Public data sharing is the 
least restrictive, as there are no technical 
or organisational controls in place, and 
therefore the overall level of identifiability 
is high given the broad threat landscape; 
private data sharing is more variable 
but, even under normal circumstances, 
considered more restrictive due to enforced 
security and privacy practices at the data 
recipient’s site.

These practices that decide the Safe 
settings determine the bounds around 
potential access and use, as well as the 
likelihood of incidents resulting in lost 
or stolen data. Assessments of security 
and privacy practices must be detailed 
and evidence based to provide reasonable 
assurances regarding the protection of 
anonymised data.28 And combined, Safe 
people and Safe settings will determine 
the likelihood of an adversary exploiting a 
vulnerability.29

Safe data
Having defined the context of the data 
sharing and use (ie the Safe projects, Safe 
people and Safe settings already described), 
analytical measures of identifiability are 
used to model the clustering of data 
subjects within that context. For example, 
data can be transformed so that the 
identifiable features of data subjects look 

the same, and are therefore clustered — 
rather than one data subject with a unique 
set of identifiable features, there are 
multiple data subjects that share this same 
set of identifiable features. This implies that 
directly identifying information is removed 
or appropriately transformed, and that the 
clustering is on the remaining indirectly 
identifying features.

The clustering itself is evaluated based on 
context using threat modelling of plausible 
attacks:30

●● Deliberate attempts to exploit 
vulnerabilities to identify data subjects due 
to a lack of sufficient controls;

●● Unintentionally recognising a data subject 
based on knowledge of acquaintances and 
their identifiable information; and

●● The loss or theft of data when the controls 
in place fail to prevent a data incident.

Threat modelling of this sort requires 
assumptions about the real-world, and those 
assumptions need to be explicit. Measuring 
identifiability, however, provides objective 
support for decision-making, so that Safe 
outputs can be defined.

Safe outputs
The measures of identifiability considered 
under Safe data are used to inform data 
transformation that are applied to ensure 
the data is nonpersonal with reasonable 
assurance. The degree of clustering needed 
is determined based on precedents from 
the data sharing and use of reputable public 
organisations, such as national statistical 
organisations,31 based on subjective criteria 
involving:32

●● The benefits of data processing to 
individuals or industry

●● The sensitivity and personal nature of the 
data

●● The potential injury to individuals from an 
inappropriate processing or use of the data
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●● The appropriateness of approval by data 
subjects for sharing and using the data for 
the intended purposes

This is also an occasion to review how 
the outputs of data analysis will be used. 
Although ethical considerations should 
be captured under Safe projects at the 
outset, it can be worth including ethical 
reviews to the use of outputs to ensure 
they align with the intended purposes 
originally identified at the project definition 
stage. Ethical uses of data have become an 
important topic among regulators, especially 
with the advances made in artificial 
intelligence and machine learning.33

REAL-WORLD ANONYMISATION 
SOLUTIONS
With a framework for understanding risk-
based anonymisation, summarised using the 
Five Safes, the intricacies of engineering 
technology solutions can be explored. The 
elements captured in this framework need 
to be incorporated into the governance of 
anonymisation through technology-enabled 
processes. A consolidated anonymisation 
strategy simplifies the iterative process 
to achieving compliance by providing 
a predetermined, defensible recipe that 
can be applied globally to most data in a 
streamlined fashion. Such an approach has 
positive implications beyond privacy for data 
processing and unification efforts as well; 
inconsistent transformations applied to data 
for the purposes of compliance reduce its 
analytical utility. Reasonable allowance for 
differing contextual settings and clustering 
precedents between data segments become 
part of this overall automated recipe, thereby 
ensuring Safe outputs at a micro level.

Software solutions allow privacy 
analysts to circumvent the complexity and 
reduce the need for dedicated expertise 
in modelling identifiability of Safe data. 
This is apparent in the case of handling the 
anonymisation of complex and detailed 

clinical trials documents, whereby the 
scope and complexity of the task can be 
simplified through the use of automated 
software.34 Natural language processing 
techniques are constantly improving at 
detecting identifying information within 
tabular and narrative texts of clinical trials 
documents. Technology-enabled solutions 
can better identify the transformations 
required to maximise data utility while 
producing nonpersonal data appropriate for 
public release. The evolving landscape of 
regulations and practices, however, requires 
process refinement on an on-going basis;35 a 
challenge that can be more easily managed 
via automation.

While it is critical that organisations 
take the right actions to meet data privacy 
requirements, it is equally important that 
an auditable proof of those decisions be 
recorded. This serves as a benchmark for 
demonstrating compliance with regulations, 
and provides much-needed documentation 
of process adherence. Comprehensive 
implementations of risk-based anonymisation 
make it easier to automatically generate 
detailed audit trails of decisions taken to 
ensure compliance — detailed assessments 
of all aspects of the Five Safes are captured, 
including a history of data transformations 
needed to produce Safe outputs as part of 
the auditable proof of work completed.

Applications and challenges
In practice, the growing demands of data 
sharing within and across organisations are 
facilitated by the implementation of efficient 
business-to-business (B2B) integration 
architectures.36 Any data privacy safeguards 
must therefore be compatible with B2B 
processes to ensure data flows remain 
unrestricted. An attractive motivation to 
pursue PETs is that a correct solution can 
seamlessly fit within existing data integration 
infrastructures.

Data lakes are widely used as central 
repositories of all data, structured and 
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unstructured, kept in its original form 
typically in a distributed file system. This 
setup provides for a controlled, flexible and 
secure access to all data (as opposed to data 
silos) via a single data-management platform. 
Data lakes are particularly useful for pooling 
data from different sources, to gain insight 
from collective queries and analyses that 
would otherwise be not possible on single 
datasets. Pooling data allows small samples 
to be combined into a more comprehensive 
population, to fill in details and allow for 
more precise and insightful views into 
behaviours and impact. For example, rare 
events in a sample become more common in 
the population, meaning the rare events may 
no longer be disclosive.

Access to sensitive data pools by various 
types of stakeholders across different geo-
locations, however, poses interesting privacy 
challenges. Threat modelling for pooled 
data as a whole may be underestimated 
when the distribution of identifiability 
across the pooled data is heterogeneous due 
to its various sources. On the other hand, 
disparate data formats can mean that some 
people appear more identifiable in the pool 
simply because they have fields that are not 
shared by other records. The security and 

privacy practices of recipient stakeholders 
may differ, which needs to be considered to 
ensure the safe use of data.

For these reasons, data privacy and 
anonymisation may need to be addressed 
before pooling occurs in data lakes for 
further reuse of data. Such complexities 
have made organisations cautious to ‘open’ 
their data lakes and pursue larger data-
sharing opportunities. Fortunately, modern 
technology-enabled privacy solutions allow 
these issues to be taken into account without 
the need for dedicated data-shaping efforts 
to handle format and record heterogeneity 
within a data pool, and simplifying the 
application of Safe people and Safe settings 
in different contexts.

Cutting-edge B2B architectures 
circumvent some of the privacy issues 
highlighted earlier in other ways. In a hub 
and spoke model, as shown in Figure 1, data 
is harmonised into a single schema prior to 
being stored in the data hub. Unlike data 
lakes, this facilitates indexing and analytics. 
This network structure allows data from 
sources (the spokes) to be collected and 
stored in a central database (the hub), given 
the data being collected is often compatible 
or in the same format. Sources include 

Figure 1: Source anonymisation in hub and spoke data collection
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devices or other organisations; destinations 
include internal or external recipients to the 
data collection partnership (although each 
data flow is assessed separately to ensure 
compliance). This is an opportunity to 
introduce privacy into design by deploying 
the right software-based solutions at the 
spokes, so that data arriving at the hub is 
already safe and ready to be processed or 
shared.

A challenge with this approach, however, 
is that it becomes necessary to incrementally 
anonymise a small number of new records 
being collected at the spokes without access 
to the rest of the data hub; new records 
being collected therefore appear more 
identifiable than they are. In this case, 
technological solutions can propagate a 
defined framework from the data hub to 
inform the spokes as to how new records 
can be clustered appropriately.37

When designing a privacy solution, 
consideration should be given to ensuring 
robust regulation and quality control steps 
are put in place to enforce best practices in 
the use of PETs. Deployed anonymisation 
technologies should also to be vetted 
against established codes of practice38 and 
tested through deliberate attacks (such as 
motivated intruder tests)39 on data deemed 
safe within the context of a data pipeline. 
Even after initial deployment, shifting 
subject populations and changing context 
settings over time mean that updated threat 
modelling is needed.

CONCLUSIONS
While technology-enabled privacy tools 
are an attractive prospect for organisations 
to streamline and scale their processes, it 
must be appreciated that these tools need to 
be part of a larger privacy framework with 
its own checks and balances. Risk-based 
anonymisation combines technology with 
risk management to ensure best practice in 
the reuse of personal data, to demonstrate 
to stakeholders that privacy is part of design. 

Automation streamlined processes can 
ensure even complex risk management-
enabled anonymisation can be effectively 
deployed in complex use cases, meeting the 
needs of B2B integration architectures. Best 
practice in anonymisation will only achieve 
widespread adoption if business needs are 
met, demonstrating the value of privacy in 
practice. Risk-based anonymisation, when 
detailed and evidence based, meets the needs 
of privacy regulations while respecting their 
intent in data protection and privacy.
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